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Abstract

One-shot learning is not robust that the performances vary a lot when annotating different sample image. Existing one-shot methods are single-domain specialized and suffer
domain preference when handling muti-domain unlabeled data. To tackle these issues, we developed UOD, a Universal One-shot landmark Detection framework. UOD consists
of two stages and two corresponding universal models. In stage I, a domain-adaptive convolution model is self-supervised learned to generate pseudo landmark labels. In stage II, we design a
domain-adaptive transformer to eliminate domain preference and build the global context for multi-domain data. UOD is evaluated on three X-ray datasets in different anatomical domains
(i.e., head, hand, chest) and obtained state-of-the-art performances in each domain. The code is available at https://github.com/heqin-zhu/UOD_universal_oneshot_detection

Introduction

UOD framework consists of two stages: 1) Contrastive learning for
training a universal model with multi-domain data to generate pseudo
landmark labels. 2) Supervised learning for training domain-adaptive
transformer (DATR) to avoid domain preference and detect robust and
accurate landmarks. A universal model is comprised of domain-specific
modules and domain-shared modules, learning the specified features of
each domain and common features of all domains to eliminate domain
preference and extract representative features for multi-domain data.
Moreover, multi-domain one-shot learning reaps benefit from different
one-shot samples from various domains, in which cross-domain features
are excavated by domain-shared modules.
Our contributions are as follows: 1) We design the first universal
framework for multi-domain one-shot landmark detection, which
improves detecting accuracy and relieves domain preference on multi-
domain data from various anatomical regions. 2)We design a domain-
adaptive transformer block (DATB), which is effective for multi-
domain learning and can be used in any other transformer network. 3)
We carry out comprehensive experiments to demonstrate the effective-
ness of UOD for obtaining SOTA performance on three publicly used
X-ray datasets of head, hand, and chest.
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Methodology

Stage I: Contrastive learning Following Yao et al. [1], we employ contrastive learning to train siamese
network for matching similar patches of original image and augmented image. Given a multi-domain input
image Xd ∈ RHd×W d×Cd

belongs to domain d from multi-domain data, we randomly select a target point P
and crop a half-size patch Xd

p which contains P . After applying data augmentation on Xd
p , the target point

is mapped to Pp. Then we feed Xd and Xd
p into the siamese network respectively and obtain the multi-scale

feature embeddings. We compute cosine similarity of two feature embeddings from each scale and apply softmax
to the cosine similarity map to generate a probability matrix. Finally, we calculate the cross entropy loss of
the probability matrix and ground truth map which is produced with the one-hot encoding of P d

p to optimize
the siamese network for learning the latent similarities of patches. At inferring stage, we replace augmented
patch Xd

p with the augmented one-shot sample patch Xd
s . We use the annotated one-shot landmarks as target

points to formulate the ground truth maps. After obtaining probability matrices, we apply argmax to extract
the strongest response points as the pseudo landmarks, which will be used in UOD Stage II.
Stage II: Supervised learning In stage II, we design a universal transformer to capture global relationship of
multi-domain data and train it with the pseudo landmarks generated in stage I. The universal transformer has
a domain-adaptive transformer encoder and domain-adaptive convolution decoder. The decoder is based on a
U-Net [2] decoder with each standard convolution replaced by a domain adaptor [3]. The encoder is based on
Swin Transformer [4] with shifted window and limited self-attention within non-overlapping local windows for
computation efficiency. Different from Swin Transformer [4], we design a domain-adaptive transformer block
(DATB) and use it to replace the original transformer block. DATB consists of domain-specific and domain-
shared parameters in DATB. We duplicate the query matrix for each domain to learn domain-specific query
features and keep key and value matrix domain-shared to learn common knowledge and reduce parameters.
We further adopt learnable diagonal matrix after each MSA and MLP module to facilitate the learning of
domain-specific features, which costs few parameters (O(N) for N ×N diagonal).
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(b) Basic transformer block
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(c) DATB: Domain-adaptive transformer block
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